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| About Us

Scalarr harnesses the power of Al to create progress and accelerate your revenue

Our Al-driven solutions:

| Advertising: Gaming: Edge Computing:
W Protection Suite GameAl Al Edge Labs
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http://www.youtube.com/watch?v=kopoLzvh5jY&t=40

| Reinforcement Learning
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http://www.youtube.com/watch?v=KHMwq9pv7mg

| RL - Development and Achievements

0 2016

AlphaGo

@ DeepMind
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https://deepmind.com/research/case-studies/alphago-the-story-so-far
https://deepmind.com/research/case-studies/alphago-the-story-so-far

| RL - Development and Achievements

O 2019
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OpenAl Five Defeats Dota 2
World Champions

©

OpenAl
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https://openai.com/blog/openai-five-defeats-dota-2-world-champions/
https://openai.com/blog/openai-five-defeats-dota-2-world-champions/

| RL - Development and Achievements

0 2020

MuZero: Mastering Go, chess,
shogi and Atari without rules

@ DeepMind

Known
Go rules

AlphaGo Zero learns to play completely on its own,
without human knowledge
(Oct 2017, Nature)

Known
Chess Shogi rules

006 @®

AlphaZero masters three perfect information games
using a single algorithm for all games
(Dec 2018, Science)

Chess Shogi Atari

6666

MuZero learns the rules of the game, allowing it to also
master environments with unknown dynamics.
(Dec 2020, Nature)

Source: https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
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https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
https://openai.com/blog/openai-five-defeats-dota-2-world-champions/

| RL - Development and Achievements

0 2021

Open-Ended Learning Leads to
Generally Capable Agents

@ DeepMind

i
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https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
https://openai.com/blog/openai-five-defeats-dota-2-world-champions/
http://www.youtube.com/watch?v=UHUr_iTThxk
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| Technical Details, RL Concept

What type of RL Offline RL ) Hierarchical RL

2 Off-Policy RL~ ~ ~ i
can we use: | 7./ InverseRL
Policy RL T
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With Model RL  Without Mr? RL . ° GAIL
hd Transfer
Imitation Learning  Multi-Agent Learning and
Reinforcement Multi-Task
Learning (MARL) Learning RL
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| Technical Details, RL Concept

What models are available?

RL Algorithms

Model-Free RL Model-Based RL
Policy Optimization Q-Learning Learn the Model Given the Model
Policy Gradient <—j — — DQN —»  World Models ‘ \—' AlphaZero
I > DDPG L —_— S
A2C/A3C <«— e — C51 > I2A ‘
— — TD3 D — - R
PPO <« R — — QR-DQN —> MBMF ‘
e — e SAC «— S ———
TRPO «— ' L HER L—>  MBVE ‘
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https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
https://openai.com/blog/openai-five-defeats-dota-2-world-champions/

| Technical Details, RL Concept

Convolutional Agent

Input Image

Possible Actions

run?

Convolutional

Neural Net

jump?
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| Technical Details, RL Concept

ENVIRONMENT
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| Technical Details, RL Concept

- St - state Interaction loop of the Agent and the Environment

- a, - action

- r, =r(s, a) - reward ' '

- —_ t _ §,tate reward 3ction
R=) v'r -retun R ,

- vy - discount factor M

- V(s) = E(R [ s,=s) - value
- Q(s, @) = E(R | s;=s, a,=a) - Q-value
- A(s, a) = Q(s, a) - V(s) - advantage

1
§l

(s, a) - policy
- T =(Sy @y Iy Sys =) - trajectory or
episode



| Single-Agent RL: Q-learning (watkins and Dayan, 1992)

- Learn Q-values in each state
- Use Temporal Difference learning to update Q-values

temporal difference
Q" (st,at) < Q(st,at) + & Tt + g . max Q(s¢+1,a) —Q(St,at)>
——— ~ ~~ ~~ . & , ~——

old value learning rate reward  discount factor old value

e
estimate of optimal future value

A 7

new value (temporal difference target)

- Act by choosing the action that maximizes Q-value, sometimes deviating for exploration




| Single-Agent RL: Deep Q-Networks (Mnih et al., 2013)

- Approximate Q-values in each state with a Neural Network
- Use Temporal Difference learning to update Networks’ weights

Lo = (re + ymaza,,, Q(se41, ar41) — Q(se,ar))’

- Store transitions in Experience Replay (ER) buffer to reuse later




| Single-Agent RL: Advantage Actor-Critic (Mnih et al., 2016)

- Train two networks: Actor and Critic

- Actor predicts agent’s policy n(s, a)

- Critic predicts value V(s) to assist Actor’s training

- May or may not use Experience Replay

- Train either via Temporal Difference (left) or Monte-Carlo (right)

Lcritic — (Tt T ’Y‘/;f—l—l - ‘/;5)2 Lcritic — (Rt — ‘/t)z

Lactor — lOg 71—(St; at) k (Tt -+ ’Y‘/;H-l = V;t) Lactor = log 7T(St; at) ¥ (Rt — Vt)



| Technical Details, RL Concept
World models, Dreamer, Dreamer V2 (DeepMind 2021)

\

environment |« — '
\ ction Atari Performance
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T Source: https://ai.googleblog.com/2021/02/mastering-atari-with-discrete-world.html
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https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules
https://ai.googleblog.com/2021/02/mastering-atari-with-discrete-world.html

| Reinforcement learning is easy!

2. get reward

1. take action

(Y

3. improve policy

I [ |
II SCALARR © All Copyrights reserved. Scalarr Inc., 2021



| Reinforcement learning is challenging!

How to Can agent
explore? What if there’s Which actions cheat reward

many actions? caused reward?

1. take action 2. get reward

How not to Which rewards are
break anyting easier to learn?
when acting?

How t@ infer Sparse
actions from

game image? i'eWal'd s?

What if there are
multiple agents?

Continuous
actions?

How do | formulate
How to define my problem for RL?

policy model? What if observations

are incomplete?
When not

to use RL?

take supervised
data into account?

did my algorithm 3. improve policy How do | know

overfit to simulation? if it converged or not?

best way to learn
from limited data?

SCALARR
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VS
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| World Game Industry Leaders and RL

)
. Action #1 H
Unseen input 0 E Prediction: 5% Q unlty ‘
0~
° .
o Action#? Unity Machine Learnff
@ pervised learning Prediction: 94%
> Cloud Machine Learning I - 770 -
Most human-like move Ag ents [ ' V|
Trained with data Train and embed intelligent agents by leveraging state-of-the-art deeqﬁgr nin:
from human players =it Y '3 J 4

Action #3 technology. \ /
[

Prediction: 1%

Download from Github
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-

Game-Al from testing agents
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| Game Testing & Level Design Challenges

Gamers constantly demand new Game/Level designers spend 65%-+
@ content (new levels) @ of their work time on playtesting &

For Match-3 games, it’s nearly 100 new levels bal .

every two weeks! alancing,

Current method of testing is Badly balanced game levels

time-consuming & inaccurate negatively impact Retention and

In most cases the designers themselves are Monetization

testing the game

B SCALARR



J SCALARR

(ﬁ) Accuracy

Remove the biases
that come with
human testing &
eliminate the need
to test your levels
internally

@ Speed

Drastically cut the
testing period. Our
Al can test a
game/level in a
couple hours
compared to
weeks

WHY REINFORCEMENT
LEARNING?

O
~7 Balance
ox X

Balance your
game/level using
Game Al’s
outputs. i.e. Fail /
Win rate, # of
attempts before
winning, etc.

(5= Engage
e

A properly
balanced game
will keep your
users engaged
and excited!

Jos

1

Monetize
E—4

More engaged
users that feel
challenged will
spend more time
and money $$$



| What is GameAl?

Scalarr approach

&

Game designer

Released/edited/updated a
—
new game level

=

After some time

J (hours!)

®

Level needs
correction / update

B SCALARR

g

Game designer

Level needs
correction / update

Traditional approach

@ «—— After some time

(days, weeks)

|

Released/edited/updated a
new game level

I

= g Play tested

I

In-house game team tested a

‘m new game level

% External team tested a new
game level

Go live a new game level for
5% of users

A2

Go live a new game level for
allusers



| RL Avatars playtesting - output data watcs-s exampie)

Data available for newly loaded levels and every RL Avatar (total and average):

B Fail Rate / Win Rate
ID Level Status Fail% LbW Moves Boosters PwrUps

m # of attempts lost before winning
29690... LevelC1V¥ Not Started

Scatter of the results around the avg,

. 532X3... Level C2 Traini - - - - =
¥ depending on random factors i
190A5... Level C3 B> Training 15.32% 2.37 16/20  0.73% 1216
B # Moves spent / left
Agent#31  Done 15.34% 2.39 16/20  1.18%  11.06

m Boosters & power-ups use rate
B # of collected / used field bombs

B Other custom metrics

B SCALARR



| Difficulty Assessment

¥ Newbie agent - RL agent 10M step

B Skilled agent - RL agent 30M+ step

100

Difficulty

J SCALARR
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20

11

Level game

12

13 14 15 16 17 18 19 20

B Expert agent - RL agent 20M step

e Real gamers



| RL - What Components are Needed?

B Integration components (SDK, etc.) &
infrastructures;

m RL Agents (set of models);

B Analytical tool;

m etc.

c¢) RL agent after 30 M steps. d) RL agent fully trained.

B SCALARR



| Integration - Free of charge

UNITY
INTERFACE [ AVATAR TASK i
LAYER (_rorumons | |_sensons ]] [[ swwo ] e surc ]
1 i)
v
m SDK aka Unity Plugin , AGENT SESSION

SESSION A
LAYER T WORLD TIME MANAGER]
® 7 days for full integration m ProcessRequests )
1

(approximately) }

Y

dm_env_rpc
COMMUNICATION X 1
LAYER

gRPC

Request Response
A4

( ]
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| SaaS

g Simulate Upload level Game version <«— g]
— et statistics
new level o

delay 30m

Action, Commands
Scalarr . > s
£ Al Node Observation, Reward, etc. Build l——— Update game <—

Train
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| Demo - RL Avatar plays Match-3 game like a Human
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https://docs.google.com/file/d/1A8C94bE1tAOQYx3x1ZpgECGZjxX0-PBr/preview

| Scalarr Edge Labs Al

Send Decision Edge Site
v o [ External
MG R Detection Engine )
Dashboard On-Prem
|
Breaches g
c =
% —
Malware
{33 Detection ——
Anomaly
i Cloud
@ {g}{é} Detection Engine o
=)
(—)
=3
Measures NIST, CVE,
& Facts ATT&CK
Reports = =
Escalations, Security State,
Notifications Internal DB External DB Update configuration
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Contact us today to progress
tomorrow

Serhiy Protsenko | Lead data scientist
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