
UNREASONABLE
EFFECTIVENESS
OF NOISE
TRAINING VIA
HYPERPARAMETERS
PATH
OPTIMIZATION

Mykola Maksymenko, R&D Director, SoftServe





WITH
VLAD PUSHKARIOV, TECHNION
YONATHAN EFRONI, TECHNION

MACIEJ KOCH-JANUSZ, ETH ZURICH 

ARXIV:1909.04013 (2019)
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§ EFFICIENT SAMPLING OF THE HYPERPARAMETERS
§ NON-STATIONARY SCHEDULING PROTOCOL
§ FASTER AND BETTER TRAINED MODELS



PHYSICS MACHINE
LEARNING



PHYSICS MACHINE
LEARNING

Formalism (energy, noise, etc)
Toy models

Concepts and Ideas (e.g. spin glass, tensor networks)
etc…

GOAL: OPTIMAL, SIMPLER, UNIVERSAL





Karras et.al. arXiv:1812.04948v3 (2019)



MECHANICS OF NEURAL NETWORKS



SHOULD WORK WELL IN THEORY…



40+ YEARS TO ADOPT
IN PRACTICE
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Keskar, et.al. ArXiv:1609.04836 (2017) (ICLR)

COMMON WISDOM: BATCH NOISE 
HELPS TO AVOID “BAD” MINIMA



HOW LIKELY ARE THE “BAD” MINIMA?

arXiv:1412.0233v3 (2015) arXiv:1406.2572v1 (2014)

VERY UNLIKELY!
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NOISE SPEEDS UP THE DIFFUSION!



DROPOUT LEARNING RATE L2 REGULARIZATION

NOISE-LIKE HYPERPARAMETERS CHECK
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TYPICAL SEARCH FOR GOOD PARAMS

NAÏVE SEQUENTIAL SEARCH

• LONG SEARCH TIME
• LIMITS TO A SINGLE OPTIMAL SET OF PARAMETERS



TYPICAL SEARCH FOR GOOD PARAMS
PARALLEL GRID SEARCH

• LIMITED TO A SINGLE OPTIMAL SET OF 
PARAMETERS



JOINT WEIGHT-HYPERPARAMS SPACE
GREEDY APPROACH – POPULATION BASED TRAINING

Jaderberg, et.al. arXiv:1711.09846
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EXPLOITING NOISE-LIKE PROPERTY

ARXIV:1909.04013 (2019)



OPTIMIZATION OVER THE PATH

ARXIV:1909.04013 (2019)
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