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What is the 
motivation?



• continuous space embeddings help to alleviate the curse 
of dimensionality;


• better probability distributions over sequences of words;


• ability to capture syntax, morphology, semantics, 
dependencies between sentences, etc.





ULMFiT



Transfer learning

• inductive transfer learning: source task and target task are 
different, source domains and target domains may be 
different or the same;


• transductive transfer learning: target tasks are the same, 
source and target domains are different;


• unsupervised transfer learning: similar to inductive transfer 
learning, but designed specifically for unsupervised 
models.



AWD-LSTM [1]

• mathematical formulation of a standard LSTM is:


• stochastic gradient descent is defined as:



AWD-LSTM [2]



AWD-LSTM [3]
• variable length backpropagation sequences;


• DropConnect;


• variational dropout;


• embedding dropout;


• weight tying;


• independent embedding size and hidden size;


• activation regularization and temporal activation regularization.



Discriminative fine-tuning

• SGD learning rule with discriminative fine-tuning: 
 



Slanted triangular rates



Batch normalization

• gradient descent step is: 


• each dimension is normalized as:


• scaling and shifting normalized value:


• batch normalizing transform: 



And something more…

• concat pooling: 


• gradual unfreezing;


• BPTT for text classification;


• bidirectional language model.



ULMFiT = general domain pre-
training + target task LM fine-

tuning + target task classifier fine-
tuning





BERT



General attention 
mechanism



A family of attention 
mechanisms [1]



A family of attention 
mechanisms [2]



Self-attention



Neural Turing machine 
architecture



Neural Turing machine main 
components

• reading:


• writing:


• focusing by content:


• focusing by location:



Addressing mechanism in 
neural Turing machines



Multi-layer bidirectional 
transformer encoder [1]



Multi-layer bidirectional 
transformer encoder [2]



Attention mechanism of 
BERT

• scaled dot-product attention:


• multi-head attention:



Masked LM



Next sentence prediction



BERT pre-training



BERT = pre-training with multi-
layer bidirectional transformer 
encoder + fine-tuning on the 

target task





GPT



Learning high-capacity 
language model [1]

• maximize language modeling objective: 

• transformer-decoder with memory-compressed attention: 



Learning high-capacity 
language model[2]

• output distribution over target tokens: 



Supervised fine-tuning

• linear output layer to predict y:


• objective to maximize:



Transformer architecture 
and learning objectives



GPT = learning high-
capacity language model + 
fine-tuning for a target task



ELMo



Bidirectional language 
models

• forward LM:


• backward LM:


• biLM:



Combining intermediate 
layer representations

• set of biLM representations:


• task specific weighting of all biLM layers:



ELMo = weighted 
bidirectional language model 

+ task-specific training



Thank you for 
attention!


