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Deep Learning Approach
Pros:
● Less focus on features crafting
● Transfer learning
● SOTA results

Cons: 
● We heavily rely on massive sets of 

hand-labeled training data:
○ Labelling is expensive
○ Privacy concerns
○ Labelling requires domain experts

● Sometimes true labels are hidden
● Labelled data is static



Credit: “Weak Supervision: The New Programming Paradigm for Machine Learning”
https://hazyresearch.github.io/snorkel/blog/ws_blog_post.html 

https://hazyresearch.github.io/snorkel/blog/ws_blog_post.html


Weak Supervision
● There is no ground-truth labeled training set for your business task

● Instead we have one or more weak supervision sources

● Weak supervision source types:
○ Incomplete supervision. Only a subset 

of training data are given with labels

○ Inaccurate supervision. The given labels 

are not always ground-truth

○ Inexact supervision. The training data 

is given with only coarse-grained labels

● Usually we have a mix of all 3 types



Weak Supervision Types
● Incomplete supervision. 

Only a subset of training 
data are given with labels

○ Active learning

○ Semi-supervised learning



Weak Supervision Types
● Inaccurate supervision. 

The given labels are not always ground-truth

● We have weak labels

● Reasons:
○ Labels are obtained via crowdsourcing

○ Labels are calculated using heuristic rules

○ Distant supervision

● Examples: Snorkel framework



Weak Supervision Types
● Inexact supervision. 

The training data is given with only 
coarse-grained labels

○ Higher-level labels

○ Distributions

○ Multi-instance learning

● In other words: 
there are some latent variables



Weak Supervision. Co-saliency Detection
● Co-saliency detection refers to 

the discovery of common and 
salient foregrounds from two or 
more relevant images

● Weak Supervision Localization 
aims at learning object detectors 
to localize the corresponding 
objects by only using the 
image-level tags rather than the 
manually labeled bounding box 
annotations

https://arxiv.org/pdf/1604.07090.pdf 

https://arxiv.org/pdf/1604.07090.pdf


Inexact WS. Is object localization for free?
● Goal: Knowing only image labels, 

   predict object localization
● Results:

○ outputs accurate image-level labels

○ predicts approximate locations 

(but not extents) of objects

○ performs comparably to its fully-supervised 

counter-parts using object bounding box annotation 

for training

https://www.di.ens.fr/~josef/publications/Oquab15.pdf 

https://www.di.ens.fr/~josef/publications/Oquab15.pdf


Inexact WS. Is object localization for free?
● Adaptation layers:

○ Create many FC and treat them as 
convolutions

■ Input 2048×1024 pixel => 58×26 output: 
score map for all classes for the different 
locations of the input 224×224 window 
with a stride of 32 pixels

○ Max-pooling layer that hypothesizes the 
possible location of the object in the image

○ Modify the cost function to learn from 
image-level super-vision



Inexact WS. Is object localization for free?



Weak Supervision. Summary
Motivation / Advantages:

● Reduce costs on data labelling/collection

● Deal with inherent ambiguity/human error
○ Generalize over set of weak supervision sources

● Include domain expertise into model

● Bonus: automatically discover latent information



Multiple-Instance Learning



Multiple Instance Learning. Definition
● Instead of receiving a dataset with 

individually labels, the learner 
receives a set of labeled bags, each 
containing many instances

● A bag may be labeled: 
○ negative if all the instances in it are 

negative 

○ positive if there is at least one positive 
instance

● Individual labels of the instances 
contained in the bags are not 
provided



Multiple Instance Learning. Notation
● Training input:

     Bags:

Bag labels:

Instance labels: are unknown during training

● Positive bag contains at least one positive instance:



Multiple Instance Learning. Typical Goals
1. Classify new and previously unseen bags as accurate as possible

2. Sometimes classify each instance separately

3. Discover a “concept” that determines the positive class
○ Concepts are feature vectors that uniquely identify a positive class



Instance-level vs Bag-level Prediction



Where to use Multiple Instance Learning (MIL)?



Instances are naturally arranged in sets
● Many problems in biology, bioinformatics and chemistry

● Drug activity prediction problem. 
A molecule can take many 
conformations which can either 
produce, or not, a desired 
effect. Observing the effect of 
individual conformations is unfeasible.
Solving the multiple instance problem with axis-parallel rectangles 

● Compound object consists of several parts
○ Part-based models

https://pdf.sciencedirectassets.com/271585/1-s2.0-S0004370200X00240/1-s2.0-S0004370296000343/main.pdf?X-Amz-Security-Token=AgoJb3JpZ2luX2VjEBsaCXVzLWVhc3QtMSJIMEYCIQCaGyu3%2FXPwPwfwX9XTPCmvQDi3I%2BNX%2FMWEG9inWEi7owIhAJKllOHxv95cUtPKutH1m6uPIGKOLGx3UA2nehAxMFS1KuMDCOT%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEQAhoMMDU5MDAzNTQ2ODY1IgxyRWCLDYwlOVYTHBcqtwNPEU4lV9UxNjub%2FlyFPwwz2YJaOyz8lHkx3lqr5oHjYMt2%2BfrwmpXhq1sBoBg0Te%2FaQwwo%2BuoGfcHNu5FrCXPE2%2BOsrI%2FDuMxwTLKZ4wio9uY6vdpyPN%2BOEmvQmRD9j%2FxP6unvO65r93f5523Lisek5W1VSEKVonFXqpp0Oe5ZlLJwd0RIrBFWh2uOCmMHbHqd0FYGImCd9VsXAjUZvzwOSyHy6w22zrKAqx9zKkYcZbbZtj9pOe3KYjVpN1jbeJOf4AkBA17MpvbtPsFprOuLgsge%2BTD3wLL4QBGB7uC4hMF0eNJkDptvSEURZX5uMzhrZEoIhCJkKPnAjnzyVGlwW1egdMMS1atCB7YeuS1CoH2TV83MVLyW01rdH4aTCVUJu8NlBPxHfLZvFNgf6%2F82Zz%2ByL0FTjeAiTJa3jh8fP%2BOZHKQgxmVI97OSvMxBqC3CaB8LksiGQrbWToFx6bPRUeyqpXjmCOt0Vqu92lAYioVastrUNDQvk71%2BztvgheDjxhsFQtJViomFF1tTKaDxUJXKvIreTU2aRy6XUXSyQ%2Fmlf%2FiIMsmPHZFfECI8581I7E93JnlrMN%2B%2Fm%2BwFOrMBlpGvOYR3aMWMUKOUiVtajhMfMq3Fx1oGKkwwTDoFCtblsV0rXlsP8lzeAeyhnLHi%2FtAeZnO4cAwpWH%2Fh9FlnC9OR1uPemeMpQlPAZqOZ9KLWjDw9Qp29odgjWEhJKW3A7uvX%2FlW7xlAPw173jWs2%2BRu%2BPQ0uPHsWaXRiVQ%2B%2B3z9S%2BgG5IREiAW3Fc8Yo8gM9yc4Jg7U8LaQRsyCpG76XHCoVavg2XhcJptCBgRoEaTuPu5U%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20190922T033309Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYVXVQHVBQ%2F20190922%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=068977eacb1cbf7521cef0577729b48e8de758c92cd91f1c4f6dd04e0d32fb1b&hash=6cf3862f340f72e0683387b0781c0ba69ec5fbea8a253df88e5ba1b2d46f7715&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S0004370296000343&tid=spdf-18bd57e4-c0ff-477d-93bd-b9db8f05cef0&sid=efcc2b2a3e1ff245d959a6c7a3c86438c7b0gxrqa&type=client


To leverage weakly annotated data

● Computer-aided diagnosis algorithms can be 
trained with medical images for which only 
patient diagnoses are available instead of 
costly local annotations provided by an expert

● Object detectors trained on images collected 
with weak supervision

● Image & video classification

● Document classification

● Sound classification



MIL Algorithm Types. “Naive” Approach
● Copy bag labels to instances

● Train a regular classifier

● Combine all outcomes by simple combiner
○ E.g. max rule, averaging, majority vote, quantile / percentile

Can it work?



MIL Algorithm Types
● Instance-space algorithms

● Bag-space algorithm

● Embedding-space algorithms
is more accurate

-  is better for interpretation



1. Multiple Instance Learning Networks for 
Fine-Grained Sentiment Analysis

https://www.aclweb.org/anthology/Q18-1002 

https://www.aclweb.org/anthology/Q18-1002


2. Attention-based Deep MIL
● Almost the same approach as (1), 

but for images
● Focus on interpretability as output - 

goal is to find key instances
○ Attention weights is a proxy for instance weights 

● Change attention layer for sequentially 
independent instances

● More theoretical approach

https://arxiv.org/pdf/1802.04712.pdf 

https://arxiv.org/pdf/1802.04712.pdf




3. From Image-level to Pixel-level Labeling with 
Convolutional Networks 
● Input: class labels for image

● Add prior knowledge about 
segmentation

● Output: Semantic segmentation

https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Pinheiro_From_I
mage-Level_to_2015_CVPR_paper.pdf 

https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Pinheiro_From_Image-Level_to_2015_CVPR_paper.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Pinheiro_From_Image-Level_to_2015_CVPR_paper.pdf




4. Landmark-based deep multi-instance learning for 
brain disease diagnosis

http://adni.loni.usc.edu/adni-publications/Landmark-based%20deep%20multi-instance%20learning%20for%20brain%20disease%20diagnosis.pdf 

http://adni.loni.usc.edu/adni-publications/Landmark-based%20deep%20multi-instance%20learning%20for%20brain%20disease%20diagnosis.pdf


5. Multiple instance learning with graph neural 
networks
● ICML 2019 
● Embedding-space algorithm

○ Instead of regarding instances in 
MIL bags as i.i.d samples, authors 
first convert each bag of instances 
into a graph

○ Then use an end-to-end GNN 
based network to learn the 
representation of the graph as the 
embedding of the bag https://graphreason.github.io/papers/32.pdf

https://graphreason.github.io/papers/32.pdf


Take-away message
1) Weak supervision is a too overloaded term
2) It is a hot theme (even on AIUkraine2019 many reports connect to it)
3) Hope a lot of solutions will appear soon in this area 
4) Multiple-instance learning is (not?) an exotic type of learning
5) For some domains MIL is very natural
6) Many standard problems can be reformulated in MIL formulation



Reference. Weak Supervision
● A Brief Introduction to Weakly Supervised Learning 

https://pdfs.semanticscholar.org/3adc/fd254b271bcc2fb7e2a62d750db17e6c2
c08.pdf 

● Weak Supervision: The New Programming Paradigm for Machine Learning 
https://hazyresearch.github.io/snorkel/blog/ws_blog_post.html 

https://pdfs.semanticscholar.org/3adc/fd254b271bcc2fb7e2a62d750db17e6c2c08.pdf
https://pdfs.semanticscholar.org/3adc/fd254b271bcc2fb7e2a62d750db17e6c2c08.pdf
https://hazyresearch.github.io/snorkel/blog/ws_blog_post.html


Reference. MIL
Surveys on MIL:

1. https://www.etsmtl.ca/Unites-de-recherche/LIVIA/Recherche-et-innovation/Pu
blications/Publications-2017/mil_marc_2017.pdf 
a. https://github.com/macarbonneau/MILSurvey 
b. https://github.com/macarbonneau/MILSurvey/tree/master/Datasets 

2. https://www.researchgate.net/publication/312173565_Multiple-Instance_Learn
ing_for_Medical_Image_and_Video_Analysis 

3. F. Herrera, S. Ventura, R. Bello, C. Cornelis, A. Zafra, D. Sánchez-Tarragó,   
S. Vluymans, Multiple Instance Learning: Foundation and Algorithms, 
Springer, 2016

https://www.etsmtl.ca/Unites-de-recherche/LIVIA/Recherche-et-innovation/Publications/Publications-2017/mil_marc_2017.pdf
https://www.etsmtl.ca/Unites-de-recherche/LIVIA/Recherche-et-innovation/Publications/Publications-2017/mil_marc_2017.pdf
https://github.com/macarbonneau/MILSurvey
https://github.com/macarbonneau/MILSurvey/tree/master/Datasets
https://www.researchgate.net/publication/312173565_Multiple-Instance_Learning_for_Medical_Image_and_Video_Analysis
https://www.researchgate.net/publication/312173565_Multiple-Instance_Learning_for_Medical_Image_and_Video_Analysis


Questions?

Vladyslav Kolbasin
https://www.linkedin.com/in/vladyslav-kolbasin-
5070684/ 

https://www.linkedin.com/in/vladyslav-kolbasin-5070684/
https://www.linkedin.com/in/vladyslav-kolbasin-5070684/

