
A glance at 
Reinforcement Learning. A2C.

Workshop by Oleksandr Maksymets
Research Engineer in Facebook AI Research

A-STAR team: Agents that See, Talk, Act, and Reason



My focus in FAIR:
Embodied Question Answering



Type of Deep Learning

• Supervised learning
• classification, regression

• Unsupervised learning
• clustering

• Reinforcement learning
• learn from interaction w/ environment to achieve a goal
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Cart-Pole Problem
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Objective: balance a pole on top of a movable cart
State: angle, angular speed, position, horizontal velocity
Action: horizontal force applied on the cart
Reward: 1 at each time step if the pole is upright



Atari games

Objective: win the game
State: raw screen pixels
Action: keypress in the game
Reward: score increase in a the game
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Robot grasping of objects
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Objective: grab an object and move to location
State: raw pixels of RGB camera
Action: engine robot movements
Reward: Positive if object was moved successfully, 
otherwise negative



Markov Decision Process

Mathematical definition of the RL problem
• set of states S, set of actions A, initial state S0

• transition model P(s,a,s’)
• reward function R(s, a)
• goal: maximize cumulative reward in the long run

• policy: agent behavior, mapping from S to A
p(s) or p(s,a) (deterministic vs. stochastic)
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Rewards

• Episodic tasks
Episode finished after N steps

• Additive rewards
V(s0, s1, …) = r(s0) + r(s1) + r(s2) + …

• Discounted rewards
V(s0, s1, …) = r(s0) + γ*r(s1) + γ2*r(s2) + …



Value functions

• State value function: Vp(s)
• expected return when starting in s and following p

• State-action value function: Qp(s, a)
• expected return when starting in s, performing a, and following p

• Bellman equation



Q-learning idea

• use any policy to estimate Q
• Q directly approximates Q* (Bellman equation)



Why advantage actor-critic algorithm 
• Considered as strong baseline
• Optimize both Value and Policy that combines benefits of Policy or Value 

based algorithms
• Has production-ready implementations













Model definition in Pytorch















Loop of observation collection











Calculation of actual rewards and reflect/train 
implementations









From A2C to A3C



Get sampled action from model for current state:









Total loss encourages exploration

















Evaluation

What is different compare to experience collection?



1 day of training



2 days of training



Final result for A3C



RL in real world

• Traffic Light Control
• Robotics
• Web Systems
• Chemistry
• Personalized Recommendations



The RL Intro book
Richard Sutton, Andrew Barto
Reinforcement Learning, 
An Introduction

http://www.cs.ualberta.ca/
~sutton/book/the-book.html





Sources and kudos:

• Richard Sutton, Andrew Barto Reinforcement Learning, An 
Introduction.
• Rudy Gilman, Kathrine Wang Intuitive RL intro to advantage actor 

critic (A2C)
• Mnih Badia “Asynchronous Methods for Deep Reinforcement 

Learning”
• Peter Bodík RAD Lab, UC Berkeley Reinforcement Learning Tutorial


