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● RNNs have 
transformed NLP

● State-of-the-art 
across many tasks

● Translation has been 
recent example of a 
large win

Deep Learning for NLP

https://research.googleblog.com/2017/04/introducing-tf-seq2seq-open-source.html



Sequence To Sequence



● Hard to parallelization efficiently
● Back propagation through sequence
● Transmitting local and global information 

through one bottleneck [hidden state]

Problem with RNNs



● Trying to solve the problems 
with Sequence models

● Notable work:
○ Neural GPU
○ ByteNet
○ ConvS2S

● Limited by size of convolution 
on passing information

Convolutional Models

Neural Machine Translation in Linear Time, Kalchbrenner et al.



● Removes bottleneck of 
Encoder-Decoder model

● Provides context for given 
decoder step

Attention Mechanics

“Neural Machine Translation by Jointly Learning to Align and Translate”, Bahdanau et al.



● “Inner Attention based Recurrent Neural Networks for Answer Selection”, ACL 
2016, Wang et al.

● “Learning Natural Language Inference using Bidirectional LSTM model and 
Inner-Attention”, 2016, Liu et al.

● “Long Short-Term Memory-Networks for Machine Reading”, EMNLP 2016, 
Cheng et al.

● “A Decomposable Attention Model for Natural Language Inference”, EMNLP 
2016, Parikh et al.

Self/Intra/Inner Attention in Literature



Why self attention?







● Encoder: 6 layers of 
self-attention + 
feed-forward network

● Decoder: 6 layers of 
masked self-attention 
and output of encoder + 
feed-forward.

Transformer architecture



Scaled Dot Product and Multi-Head Attention



● Positional encoding provides relative or absolute position 
of given token

● Many options to select positional encoding, in this work:

Fixed offset PEpos+k can be represented as linear function of PEpos

● Alternative, to learn positional embeddings

Positional Encoding



Results













Constituency Parsing
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Questions?
Check out: 

https://github.com/tensorflow/tensor2tensor
https://research.googleblog.com/2017/08/transformer-novel-neural-network.html

http://medium.com/@ilblackdragon

https://github.com/tensorflow/tensor2tensor
https://research.googleblog.com/2017/08/transformer-novel-neural-network.html
http://medium.com/@ilblackdragon

